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INTRODUCTION & SUMMARY

RESULTS & ANALYSIS

• Procedural	text	understanding	
requires	the	model	to	track	
entity	states	across	timestep,	
which	is	an	integral	part	of	fine-
grained	story	understanding	

• Procedural	text modeling
requires entity-specific,	
timestep-aware	input	
representations	considering	
whole	context,	and	dependency	
of	outputs	across	timesteps.	

• We	present	CGLI,	which	
effectively	incorporate	all	
important	global	and	local	
modeling	aspects,	leading	to	
SOTA	results	on	two	tasks	
ProPara and	TRIP.	

CGLI MODEL

• CGLI achieves high precision and high recall, by considering all four model aspects
• The	gains	over	the	baselines	are	mainly	from	the	harder-to-answer	categories	

• CRF	may	not	be	helpful	for	modeling	implausible	stories	
• Future work	can	look	into improving	the	commonsense	ability	of	the	model	
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