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plan

• current ML research vs understanding
algorithm behavior

• the promise of metalearning
• ... but data is not enough
• the promise of (semi-)synthetic data
– algorithms
– models
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what the goal of an (empirical) 
science of ML should be
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instead…

• yada yada yada
• my method is the best
• yada yada yada
• no clue why
• yada yada yada
• but I used a super-computer
• yada yada yada
• learned 10 gazillion parameters
• yada yada yada
• overfitting?!! nah…
• yada yada yada
• I’m so cool
• yada yada yada
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boring dataset 
1

useless dataset 
2

my method 90.00% 92.00%
method which 
was previously 
considered sota

89.00% 91.00%



is this one of those “kids these
days” things?
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repositories were created!
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... and (empirical) ML research 
was better!
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or maybe not...
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... and they can be overfitted
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Soares, C. (2003). Is the UCI repository useful for data mining? In F. M. Pires & S. Abreu (Eds.), Lecture Notes in Computer Science (including 
subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics) (Vol. 2902, pp. 209–223). Springer-Verlag. 
https://doi.org/10.1007/978-3-540-24580-3_28



and then there was
metalearning

metalearning for 
algorithm selection (2/2)

m
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2
metafeature 1

X

X = 

Brazdil P, Soares C, Costa J. Ranking Learning Algorithms: Using {IBL} and Meta-Learning 
on Accuracy and Time Results. Machine Learning. 2003;50(3):251-277.

my 
problem

meta-data

CS@Dalhousie U. 17
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... and it promised to deliver
metaknowledge!
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… meaning,
it doesn’t matter which algorithm you use

when class entropy is low



... in different formats
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Muñoz, M. A., Villanova, L., Baatar, D., & Smith-Miles, K. (2018). Instance spaces for machine learning 
classification. Machine Learning, 107(1), 109–147. https://doi.org/10.1007/s10994-017-5629-5



... but there weren’t enough
datasets!
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maybe we can use artificial 
data?
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… meaning,
we learn a multivariate distribution that generates datasets with 

the desired metafeature values



or maybe not

random datasets are 
probably not very realistic
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universe

real problems
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2

metafeature 1

e.g., two algorithms, A and B



the promise of semi-synthetic
data
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mom, are we there yet?

• current ML research vs understanding algorithm
behavior

• the promise of metalearning
• ... but data is not enough
• the promise of (semi-)synthetic data
– algorithms

• data manipulation
• dataset morphing
• datasetoids

– models
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maybe we can manipulate
existing data?
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… meaning,
we sample from an existing dataset to generate datasets with 

the desired metafeature values



illustrative example: stress 
testing label correction methods
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I. Oliveira E Silva, C. Soares, I. Sousa and R. Ghani (2023), Systematic analysis of the 
impact of label noise correction on ML Fairness, accepted for publication at IJCAI 2023



the promise of semi-synthetic data: 
manipulation of real data

• removing
– e.g. sampling

• adding
– e.g. new random

attributes
• changing

– e.g. adding noise

• stress testing
algorithms
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universe

real problems
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metafeature 1

e.g., two algorithms, A and B

Hilario, Kalousis. Quantifying the Resilience of Inductive Classification Algorithms. In Proc. 4th European 
Conf. on Principles of Data Mining and Knowledge Discovery. Springer-Verlag; 2000:106-115.



dataset morphing to understand 
algorithm behavior
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Correia, A., Soares, C., & Jorge, A. (2019). Dataset Morphing to Analyze the Performance of Collaborative Filtering. 
In Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes 
in Bioinformatics): Vol. 11828 LNAI (pp. 29–39). https://doi.org/10.1007/978-3-030-33778-0_3



the promise of semi-synthetic data: 
dataset morphing

• gradually transforming
one dataset into
another one

• comparison between
two algorithms

• ... or when an algorithm
performs very well and
very badly
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universe

real problems
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metafeature 1

e.g., two algorithms, A and B



datasetoids to understand
algorithm behavior
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Soares, C. (2009). UCI++: Improved Support for Algorithm Selection Using Datasetoids. In Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence 
and Lecture Notes in Bioinformatics): Vol. 5476 LNAI (pp. 499–506). Springer-Verlag. https://doi.org/10.1007/978-3-642-01307-2_46



the promise of semi-synthetic
data: datasetoids (hopefully…)
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mom, are we there yet?

• current ML research vs understanding
algorithm behavior

• the promise of metalearning
• ... but data is not enough
• the promise of (semi-)synthetic data
– algorithms
– models

• GASTEN
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semi-synthetic data for better
models
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realistic data for better models:
1 vs 7 in MNIST

original data generated data
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semi-synthetic data for stress 
testing models
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Realistic data for stress testing
models: 1 vs 7 in MNIST

original data generated data

CS@Neuro-symbolic Metalearning and 
AutoML - ECMLPKDD Workshop 32

𝐶 "𝑦

Luís Cunha, Carlos Soares, André Restivo, and Luís F. Teixeira. 2023. GASTeN: Generative Adversarial Stress Test Networks. In Advances in Intelligent Data Analysis 
XXI: 21st International Symposium on Intelligent Data Analysis, IDA 2023, Louvain-la-Neuve, Belgium, April 12–14, 2023, Proceedings. Springer-Verlag, Berlin, 
Heidelberg, 91–102. https://doi.org/10.1007/978-3-031-30047-9_8



conclusions

• semi-synthetic 
data is the way 
towards a 
better 
understanding 
of models and 
algorithms

• … towards an 
empirical 
science of ML

• promising 
approaches
– data 

manipulation
– dataset 

morphing
– datasetoids
– GANs & friends
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current work on stress testing
algorithms

• label correction methods
– with I. Oliveira e Silva, I. Sousa, R. Ghani

• time series forecasting and anomaly detection
– with R. Andrade, N. Vasconcelos, Y. Baghoussi, V. 

Cerqueira, J. Mendes-Moreira
• hierarchical time series forecasting
– with L. Roque, L. Torgo
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current work on dataset
morphing

• time series forecasting
– with M. Santos, A. Carvalho

• recommender systems
– with A. Correia and A. Jorge
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current work on datasetoids

• classification
– with G. Freire

• regression
– with L. Viegas, G. Freire

• graphs
– with R. Andrade, P. Ribeiro

CS@Neuro-symbolic Metalearning and 
AutoML - ECMLPKDD Workshop 36



current work on stress testing
models

• CV
– with L. Cunha, I. Gomes, L.F. Teixeira, A. Restivo

• NLP
– with D. Prêda, I. Gomes, H.L. Cardoso

• time series forecasting
– with A. Monteiro, V. Ribeiro, Y. Baghoussi, V. 

Cerqueira, A.P. Serra
• hierarchical time series forecasting
– with L. Roque, L. Torgo
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funding
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https://centerforresponsible.ai/ https://aisym4med.eu/


