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Many design choices, hyperparameters, pre-
processing methods, etc. The best decision 
differs per dataset



Algorithm Selection Problem

• Canonical question: given dataset D, should we use a random forest or a 
neural network to maximize the final model's performance on a test set? 
• Binary variant, outdated
• Many human intuition can be encoded and improved by using algorithmic reasoning

• Problem can be generalized to multi-class classification, ranking or 
regression problem

• Solutions considered
• The algorithm selection framework (data characteristics, meta-features)
• Utilizing earlier performance measures (active testing)
• Learning curves
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Hyperparameter Optimization Problem

• Canonical question: given dataset D and algorithm A, how should we 
set the hyperparameters of A to maximize the final model's 
performance on a test set?

• Concept of a search space, mixed hyperparameter types, hierarchy 
and conditions

• Concept of distance and assumption of smoothness
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Combined Algorithm Selection and 
Hyperparameter Optimization Problem
• Combines the algorithm selection and hyperparameter optimization 

problem

• Given a search space consisting of algorithms and hyperparameters, 
find the algorithm and its hyperparameters that maximize the final 
model's performance

• Usually achieved by introducing a hierarchical search space, where 
the root node is the selection of algorithm, and the child nodes are 
the various options with their hyperparameters (there can be nested 
hierarchies)
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Workflow Synthesis

• Various pre-processing 
components
• Normalize data
• PCA
• Feature Selection
• Feature Transformation
• Many more!

• All with their own 
hyperparameters
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Figure from towardsdatascience.com



Transfer Learning for Few Shot Learning

• Traditional machine learning requires large amount of data, whereas 
humans only need few examples to learn a new concept

• Assumptions: humans are able to transfer experience from earlier 
learned tasks

• Solution types: Model Agnostic Meta-Learning (MAML), REPTILE
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Figure taken from Jonathan 
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• Professor Emeritus
• PhD thesis on Metalearning 

1981
• Algorithm selection
• Meta-features
• Active testing
• Learning curves

• Assistant Professor
• OpenML.org
• Hyperparameter Importance 

(with Frank Hutter)
• Deep Learning / meta-learning
• AutoML for Neural Network 

Verification

• Associate Professor
• MLPlan for Hyperparameter 

Optimization
• Naïve AutoML as a baseline for 

AutoML
• Learning Curves
• Metalearning competition

• Research Fellow (eq. Assistant 
Professor)

• Deep Meta-learning
• Transfer learning
• Theory-driven machine learning
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Combined Tutorial and Workshop

• Tutorial on Metalearning

• Aimed at the book on 
Metalearning

• Various canonical techniques are 
being discussed

• http://metalearning-
research.org/

• Workshop on meta-knowledge 
transfer and communication 
between systems

• Looks at the future of meta-
learning

• Symbolic reasoning

• keynote speakers, Timothy 
Hospedales and Pascal Hitzler
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Program, slides and other material: https://metalearning-research.org/



Content of the Tutorial

• Introduction (JvR)

• Metalearning for Algorithm Selection (PB/FM)

• Meta-learning for Pipeline Optimization (FM)

• Short break (10m) & Q&A

• Few-shot learning (HG)

• Other developments and considerations 
(PB/JvR)

• Outlook (PB) & short Q&A
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(Mostly) based on the book: Metalearning: applications to Automated Machine Learning and Data Mining, 2nd 
edition (2022, Open Access)
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